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mechanisms of redox-induced metal-metal bond 
breaking. 

Because the connection between the electronic 
structure and reactivity of molecular clusters of in- 
creasing size and small metal particles bears on prob- 
lems relevant to catalysis and materials science, a con- 
tinued interest in cluster research seems likely. Both 

experimental and theoretical chemists will be chal- 
lenged to develop reliable methods for elucidating the 
chemistry and electronic structures of large clusters. 

This work is based on research sponsored by the National 
Science Foundation. The efforts of the many student and faculty 
collaborators in the references cited are gratefully acknowledged. 
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The usefulness of computer-based approaches to 
simulate the properties of molecules is now accepted 
in most areas of chemistry. The accuracy with which 
one can approximate the solution to the Schrodinger 
equation ab initio for small molecules is constantly in- 
creasing,’ and semiempirical molecular orbital methods 
have made useful contributions to medium-sized mol- 
ecules.2 Computer simulation methods3 have led to 
exciting new insights into the properties of condensed 
phases of molecules. The major focus of this Account 
is on some of the advances in applications of computer 
approaches to biological macromolecules. 

These computer-based applications can vary from the 
use of data bases and computer graphics to numerical 
calculations in the areas of molecular quantum me- 
chanics, molecular mechanics, and statistical mechanics. 
The focus of our research is to understand the nature 
of molecular interactions in complex molecules; both 
numerical calculations and computer graphics methods 
have been used in our pursuit of this understanding. 
We wrote an Account some years ago: and it will give 
a useful historical perspective to this Account. 

There are three fundamental problems in the com- 
puter simulations of complex biological molecules. The 
first and most difficult to overcome is the “global 
minimum” problem. Globular proteins and nucleic 
acids have hundreds or even thousands of atoms and 
correspondingly many degrees of conformational free- 
dom. Even if one could exhaustively search confor- 
mational space, one still needs to correctly evaluate and 
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rank the relative free energies of all the conformations. 
This is currently impossible even for systems of - 100 
atoms. 

Secondly, the study of complex molecules with energy 
calculations requires molecular mechanics methods. 
This stands in contrast to studies of small molecules in 
the gas phase where Schrodinger’s equation can be 
solved to an adequate degree of accuracy to represent 
the structure, reactivity, and energies of the molecules. 
Can we say anything useful with such simple ap- 
proaches to represent the structure and complexation 
energies of systems? 

Thirdly, the quantity of relevance in understanding 
the energetics of complex systems is the free energy; 
what can we say about free energies of such systems? 

In the last five years there have been useful advances 
in conformational searching methods to overcome the 
global minimum problem. There is a growing accept- 
ance that the question about the usefulness of molecular 
mechanics methods should be answered definitively yes, 
and there have been tremendous advances in our ability 
to calculate free energy differences to make direct and 
meaningful contact with experiment. This Account will 
focus on our contributions in these area of research, but 
will conclude that some other applications to demon- 
strate that various computational methods can be 
synergistic in giving useful qualitative insight into 
complex systems. With the latter we reinforce a major 
theme of our previous Account. 

Conformational Searching and the Global 
Minimum Problem 

Development of methods for conformational search- 
ing on “small” constrained systems such as crowns5 and 
cyclic peptides or antibody combining lo0ps6p7 provides 
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training for the ultimate target, prediction of the ter- 
tiary structure of proteins from amino acid sequences8 
We thus began a study of the conformations of 18- 
crown-6 using a combination of an ellipse/ distance 
geometry method to generate structures and molecular 
mechanics/dynamics to refine them.6 Although we did 
not succeed in exhaustively searching conformational 
space with this approach, it is likely that we found the 
global minimum structure in the absence and presence 
of K+. 

Other approaches to conformational searching include 
systematic searching with closure and van der Waals 
screening: systematic searching using a data base of 
allowed conformations to efficiently prune the confor- 
mational tree,6 Monte Carlo searching in Cartesian 
space,l0 and Monte Carlo searching in dihedral space.'l 
These approaches appear capable of finding all the 
low-energy structures for cycloheptadecane, provided 
a sufficient investment of computer time is made. An 
imaginative way to generate ring conformations using 
a Fourier series has been presented,12 as have ap- 
proaches using simulated annealing.'3p'4 At this point 
it is not clear which is the most efficient method for 
most fully searching conformational space. However, 
it is clear that systematic approaches will run into a 
combinatoric "block", and molecular mechanics and 
dynamics sample usefully locally, but are not especially 
efficient for global searching by themselves. None- 
theless, dynamics methods can be used along with 
template ligands such as K+, to direct conformational 
searches in particular   direction^".^ 

Searching conformational space is only the first half 
of the problem when one deals with anything more 
polar than hydrocarbons and considers the molecule in 
a condensed phase. One must then reliably rank the 
relative free energies of the conformations in solution, 
which is a substantial feat if one is dealing with many 
conformations. No one has addressed this issue ade- 
quately yet. 

It is significant that the use of restrained molecular 
dynamics to refine structures forced to be consistent 
with NMR NOE data15J6 with explicit inclusion of 
water reproduces the properties of the structure sig- 
nificantly better than the corresponding simulation in 
vacuo.17 Furthermore, Chiche et al. reinforce previous 
conclusions that empirical solvation free energies using 
surface area calculations are a very valuable guide to 
distinguish correct from incorrect protein structures. 
Daggett has developed a new sigmoidal dielectric 
function,18 which is a modification of one that Hing- 
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ertyI9 and Lavery20 have employed, and demonstrated 
that molecular dynamics with such a function on an 
a-helical peptide is significantly better at  reproducing 
the properties of simulations with explicit water mole- 
cules than the standard distance-dependent dielectric 
model. Thus, progress is being made at evaluating and 
improving various models for molecular simulations. 

Molecular Mechanics Energy Function: Can It 
Be Useful and Reliable? 

There is growing evidence that the answer to the 
above question is yes. We have made a considerable 
effort to validate molecular mechanical models on a 
wide variety of test cases, including conformational 
energies, barriers, and intermolecular interactions.z1i22 
The force field equation used by us is as follows: 

&,d = C K,(r - r,J2 + C - Q2 + 
bonds angles 

dihedrals 2 - - - 
Aij Bij qiqj] [ Cij Dij E[--- + - + E  --- 

i<j Rit2 RiF ERij Hbonds Rj," Rijlo 

We have discussed the development of this force field 
in considerable detai121t22 and emphasize again the im- 
portance of the electrostatic term which is critical in the 
reproduction of polar and ionic intermolecular inter- 
actions. Our main contribution to this to generalize and 
proselytize the use of electrostatic potential derived 
chargesa by demonstrating its superiority in leading to 
relative strength and directionality of nucleic acid base 
associations." The fact that our approach leads to very 
good relative and absolute free energies for neutral 
molecule solvationz5 and association26 is further vali- 
dation, as is the calculation of reasonable free energies 
for nucleic acid base association in water.ni28 The bond 
length, angle, and dihedral terms have been used in the 
development of an OPLS force field for proteins.29 

It  is clear, on the basis of quantum mechanical cal- 
culations, why a molecular mechanical model using only 
electrostatics, exchange repulsion, and dispersion is 
capable of correctly calculating intermolecular inter- 
action strengths and directionalitie~.~ This is due 
partially to a fortuitous cancellation of angular depen- 
dency in the charge-transfer and exchange-repulsion 
energies. This also requires a correct reproduction of 
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the electrostatic multipole moments of the molecule, 
which is achievable with electrostatic potential derived 
charges. The Weiner et al. force fields used a combi- 
nation of charges from ab initio calculations with dif- 
ferent basis sets.21i22 We are currently working30 on the 
consistent use of 6-31G* electrostatic potential derived 
charges, because that basis set gives good multipole 
moments for molecules. This basis set was not used 
before because of computer limitations in 1984. These 
6-31G* derived charges tend to overestimate dipole 
moments consistently by -20%. The latter fact allows 
these charges to be "balanced" with a TIP3P31 or SPC32 
water model for aqueous simulations using the effective 
two-body approximation. 

We are also developing approaches to include polar- 
izability effects in the force fields in a general way, 
which is likely to be critical for an accurate represent- 
ation of charged s y s t e m ~ . ~ l ~ * ~  Other developments are 
the implementation of electrostatic potential based 
charges at the MNDO and AM1 levels.35 It appears 
that 6-31G* quality charges might be derivable for very 
large molecules at modest computational cost, by em- 
ploying a scaling factor. 

Thus, progress is being made to refine further the 
already useful molecular mechanical representations of 
complex molecular systems including proteins and nu- 
cleic acids. However, quantum mechanical represent- 
ations are the only physically correct description of 
atoms and molecules. Use of quantum mechanics is 
essential if one wants to model covalent processes such 
as chemical reactions or enzyme catalysis. Approaches 
that use quantum mechanics for the few atoms where 
bonding is changing and molecular mechanics energies 
for the rest may be applied to such systems. Warshel 
has developed a series of models coupling semiempirical 
and empirical quantum mechanical approaches with 
molecular mechanics  dynamic^.^^?^^ Singh and Koll- 
man% have coupled ab initio calculations with molecular 
mechanics/dynamics, and Bash et al.39 have coupled 
MNDO/AMl semiempirical methods with molecular 
mechanics/dynamics to study reactive processes. These 
combined methods promise to broaden the range of 
interesting biophysical phenomena amenable to com- 
puter simulation considerably; they have already led to 
new insights into enzyme catalysis.4o In summary, 
much progress has been made in the last four years in 
developing and understanding approaches to represent 
as accurately as possible the energy of complex mole- 

Kollman and Merz 

d e s  using molecular mechanics or a combination of 
molecular mechanics and quantum mechanical meth- 
ods. The future is bright for continued refinement of 
such representations, leading to new insight into bio- 
physical phenomena. 

Applications of Free Energy Perturbation 
Methods To Study Molecular Solvation, Ligand 
Binding, and Enzyme Catalysis and 
Sequence-Dependent Stabilities 

In the last few years, the most exciting developments 
in applications of computational chemistry to complex 
molecules have been (1) X-ray and NMR refinement 
using molecular dynamics15J6 and (2) free energy cal- 
culations. Our efforts have been focused in the latter 
area and were stimulated by earlier studies by Postma 
et al.,41 Warshel,42 McCammon," and Jorgensen.44 In 
1985-1986, Chandra Singh implemented free energy 
perturbation and integration methods into the AMBER 
set of programs, and in early 1986, he, Paul Bash, and 
Frank Brown refined and tested the methodology and 
applied it to a wide variety of solvation calculations as 
well as to inhibitor binding to the protein thermolysin. 
The methodology used is summarized in ref 45, and an 
article by Beveridge nicely summarizes the different 
free energy calculations.46 Below we attempt to sum- 
marize and give a sense of the excitment of applications 
of free energy methods to complex molecular systems. 

Molecular Solvation. Bash et al.= and Singh et al.* 
applied the free energy perturbation approach to amino 
acid side chain solvation in the following context: 
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~ % v  
Sl(aq) - %(as) 

Experimentally, one determines the free energy of 
solvation of molecules S1 and S2, AGsolv(S1), and 
AGmlv(S2), and the thermodynamic cycle requires that 

AAG,,daq) - AAGg = G 0 d S 2 )  - AGmlV(Sl) (3) 

where AAG,,l,(aq) and AAG, are determined by 
"mutating" SI into S2 in a periodic box of water mole- 
cules and in the gas phase, using either Monte Carlo or 
molecular dynamics to evaluate the ensemble average 
of the free energy differences. In Monte Carlo appli- 
cations AAGg is neglected, and in our molecular dy- 
namics applications this term is also neglected, assum- 
ing internal contributions to the free energy to be 
comparable in the gas phase and solution. The rea- 
sonableness of this is supported by the excellent 
agreement between theory and experiment in a wide 
variety of  calculation^^^ as well as detailed calculations 
by van G ~ n s t e r e n . ~ ~  
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The exciting result is that one is able to calculate the 
difference in free energy of solvation in reasonable 
agreement with experiment for a wide variety of polar 
and hydrophobic functional groups@ as well as ground 
and excited states.49 Furthermore, the standard de- 
viation of such free energies is of the order of kiloca- 
lories/mole or less. If the simulations had been run 
significantly longer, as is now computationally feasible, 
the standard deviation could likely become f0.3 
kcal/mol. As such, these free energy calculations begin 
to become useful to calibrate and further refine mo- 
lecular potential functions and to test out simpler ap- 
proaches to calculate solvation free energies.60 Given 
the level of agreement with experiment for amino acid 
side chains, we can predict25 with some confidence the 
absolute free energy of solvation of nucleic acid bases 
which have not been determined experimentally. We 
can also use the free energy of solvation of hydrogen- 
bonded and stacked bases along with calculations of the 
free energy of association of baaes in the gas phase to 
calculate the free energy of base pair association in 
~ a t e r . ~ ' ~ ~ ~  The stacked base pairs are more stable in 
water, and the hydrogen-bonded bases are more stable 
in the gas phase, consistent with experiments in water 
and CC14. The absolute free energies of association are 
in the range of AG = -1 to -2 kcal/mol, consistent with 
experiment.n Although there are large error bars in the 
way we did the calculation, we have repeated it using 
potential of mean force free energy methods and have 
found similar results.% The agreement with experiment 
suggests that our potential function is well balanced and 
consistent with the TIP3P water model.31 

One can combine state of the art quantum mechanics 
with free energy perturbation methods to calculate the 
relative stabilities of nucleic acid base tautomers in the 
gas phase and solution.51 High-level quantum me- 
chanics is required to calculate accurately the intrinsic 
gas-phase free energy difference, and these are in ex- 
cellent agreement with experiments on three tautomeric 
equilibria including the amino e imino and enol + 
keto equilibria. In cytosine, ab initio calculations on 
the isolated molecule and experiments on the molecule 
in an inert matrix show the imino tautomer (which is 
complementary to A) to be as stable as the amino tau- 
tomer (complementary to G). However, the amino form 
is calculated to be solvated much more favorably. Thus, 
the accurate operation of the DNA genetic code as we 
known it clearly requires the bases to be in a highly 
polar environment, particularly during replication. 

Relative Ligand Binding and Catalysis by Mac- 
romolecules. Thermodynamic cycle 4 can be used to 
analyze relative binding of different ligands S1 and S2 
to an enzyme in either a noncovalent mode ESi or a 
model for the transition state for catalysis ETSI. The 
experimental free energies on binding, AGl and AG2, 
and catalysis, AG1* and AG2*, can be determined from 
the measured KM and k, values. These horizontal 
processes are difficult to simulate because they involve 
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E +S i  ES1 EITS 

(4) ' 
E& - ETS 

119 
E + &  

(AGJ large charges and movements in water and sub- 
strate and (AGiS) quantum mechanical effects. The 
vertical processes, AG3, AG4, and AG5, are those that 
we have studied by free energy perturbation methods. 

AAGbid = AG2 - AG1 = AG4 - AGs (5 )  

AAG-t = AG2* - AG1' = AG5 - AG4 (6) 
We note that AG3 is identical with AAGeoIv since it 
corresponds to the relative solvation free energy in so- 
lution of S2 and SI. 

Analogously, we can use cycle 7 to analyze the effect 
of site-specific mutations on the enzyme rather than the 
ligand on binding and catalysis. Equations 5 and 6 
remain valid. 

A 0 1  A G ~  
El + S  - EIS - ETS 

(7) I AG 
A 0 4  

AC$ 
EpS - EpTS E 2 + S  - J A 6  A 4  

Our first application of this approach52 to "drug 
design" involved comparing the free energy of binding 
of CBZ-GlyP-X-Leu-Leu (S, = amidate, X = NH and 
S2 = ester, X = 0) inhibitors of the proteolytic enzyme 
thermolysin using cycle 4. Bartlett53 had found for a 
variety of amidate (NH) and ester (0) inhibitors of 
thermolysin and AAGbind = 4.1 f 0.1 kcal/mol, and the 
crystal structures by B. Matthews et al." showed that 
the inhibitors bound nearly identically in the active site. 
The reason for this difference of 4 kcal/mol was at- 
tributed to the Ala 113 C=O hydrogen bond with the 
NH of the amidate. Our calculations on this system led 
to AAGbid = 4.2 f 0.5 kcal/mol, with AG4 (binding) = 
7 kcal/mol and AAG (solvation) = 3 kcal/mol. We thus 
suggested not only that differential solvation was im- 
portant but also that the ester (0) inhibitor was held 
in place because of the leucines and the CBZ being in 
hydrophobic pockets and the phosphate interacting 
with the Zn2+ in what we called "forced repulsion". 
Thus, to relate the NH vs 0 free energy difference to 
the intrinsic strength of a hydrogen bond was, we felt, 
misleading. 

In order to test this interpretation as well as use the 
theory in a predictive mode, which is a much more 
stringent test than reproducing experiment, we agreed 
with Paul Bartlett to predict the relative binding af- 
finity of phosphinate inhibitors (X = CH2). Before 
doing this, we studied the AAGbbd (NH vs 0) with 
different simulation protocols and molecular mechanical 
models and found AAG values ranging from 3.3 to 5.9 
kcal/mol. In addition, AG3 varied from 0 to 3 kcal/mol, 
depending on models. It is clear that our estimated 
error of h0.5 kcal/mol originally reported was opti- 
mistic, but also clear that all models were consistent 
with a large (>500) preference in binding affinity for 
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X = NH vs X = 0 inhibitors. Two models were used 
in comparing X = NH to X = CH2, and they showed, 
somewhat surprisingly, that both inhibitors were pre- 
dicted to bind nearly identically to the enzyme (AAGbd 
= 0.0-0.3 kcal/mol favoring NH). A paper describing 
these results was submitted to J .  Am. Chem. SOC. in 
September 198855 and a copy sent to Bartlett shortly 
thereafter. His group finished the synthesis of these 
inhibitors in October and tested a variety of amidate 
vs phosphinate inhibitors, finding a AA’Gbind averaging 
0.1 kcal/mol,56 in amazingly good agreement with the 
predictions. The calculations had indeed supported the 
importance of “forced repulsion”, since the AG, was 
only 2 kcal/mol for NH - CH2 and 5-7 kcal/mol for 
NH - 0, as well as differential solvation, since the X 
= CH2 inhibitor is 2 kcal/mol easier to desolvate than 
X = NH. 

Two other systems have been studied in our lab with 
a focus on understanding and making predictions about 
different inhibitors binding to a common enzyme. In 
collaboration with Mark Murcko of Merck, we have 
studied binding of two different classes of carbonic 
anhydrase inhibitors to the enzyme. One set involved 
different hydrophilic groups that bound to zinc, and in 
the process a new type of inhibitor was predicted to be 
of interest to synthesize. The other set involved various 
hydrophobic tails on typical arenesulfonamide inhib- 
itors. The first set required development of charge 
models for Zn2+, which was a considerable challenge, 
and the other set involved testing models for large hy- 
drophobic changes (hexyl - H) in the binding site and 
in water. Both of these systems were interesting and 
useful and gave results in reasonable agreement with 
various  experiment^.^^ 

We have used free energy perturbation calculations 
to study the base sequence specificity of ribonuclease 
Tl-base  interaction^.^^ Ribonuclease T1 (RT1) is 
known to cleave nucleic acids 3’ to G bases and to bind 
2’GMP more strongly than other 2’-nucleotides, 2’GMP 
being more strongly bound (AAGbind) than 2’AMP to 
the enzyme by 3.1 kcal/mol. A crystal structure is 
available for the RT1-2’GMP complex, so our first goal 
was to see if we could reproduce the AAG for X’GMP 
vs 2’AMP. We were successful, in that mutating 2’GMP 
to X’AMP in solution led to a calculated AGs01, of 7.5 
kcal/mol, quite consistent with the earlier study by 
Bash et al.,25 in which only the 9-CH3 bases were mu- 
tated into each other. In the enzyme active site, how- 
ever, the B’GMP - B’AMP mutation was calculated to 
lead to a AGenz = 10.3 kcal/mol, leading to a AAGbind 
= 2.8 kcal/mol, in very good agreement with experi- 
ment. The large AG in the enzyme site came about 
because the guanine base of B’GMP forms seven H 
bonds to the enzyme, whereas the adenine base in 
2’AMP only can form three. Only two H bonds are 
“conservedn in both inhibitors. 

Another encouraging feature of the calculation is that, 
at the end of the mutation 2’GMP - 2’AMP - 2’GMP, 
the final structure is only 0.4 A rms from the equili- 
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brated initial structure and 0.8 A rms from the 2’AMP 
complex structure. Thus, there is considerable struc- 
tural reversibility here, although it is not perfect. The 
delicate balance between binding and solvation has 
been explored in other structural studies as we11.26*6H2 

Our first application of cycle 7 was to subtilisin, where 
Rao et al. predicted the effect on binding, AAGbbd = 
AG., - AG3, and catalysis, AAG, = AG5 - AG4, for the 
Asn 155 - Ala mutation in subtilisin. The Genentech 
group had earlier studied the Asn155 - Thr and Asn 
155 - His mutations and had found small A A G m  and 
large AAG,, values, but in any case the values for the 
Asn 155 - Ala mutation (AAGbind = 0.1 f 0.8 (0.4 ex- 
perimental) and AAGwt = 3.4 f 1.0 (3.7 experimental) 
were in encouraging agreement.63 

How does one construct the model for EiTS or ETSi 
necessary for the calculation of AG,? We have used 
quantum mechanical calculations on stable tetrahedral 
adducts of CH,O and amides to determine molecular 
mechanical parameters for tetrahedral species and then 
assumed that these adequately represented the tran- 
sition state for amide hydrolysis in subtilisin. For this 
approach to work, it is essential that this tetrahedral 
intermediate resemble the transition state, that this 
transition state be similar in El and E2, and that the 
group being mutated not interact too strongly elec- 
tronically with the atoms in the reactive part of the 
enzyme. The accuracy with which we calculate AAG,, 
suggests that this is so for this mutation in subtilisin. 
Hwang and Warshela have also simulated this and 
other mutations in subtilisin and have been able to 
reproduce/predict AAGbmd and AAGat in Asn 155 mu- 
tants. Their approach, which uses an empirical valence 
bond method to simulate bond making/ breaking, can 
in principle take into account electronic structure 
changes in El and E2 directly. 

We have also used cycles 4 and 7, respectively, to 
study site-specific mutants in trypsins6@ and “site 
specifically mutated” substrates in a-lytic protease.67 
We were able to calculate AAGbbd and AAGCat in these 
two enzymes. 

Sequence-Dependent Stabilities. The free energy 
perturbation approach can be used to analyze se- 
quence-dependent stabilities in proteins or nucleic 
acids. The analysis can be made in terms of thermo- 
dynamic cycle 8. The relative stability of sequence S 

AGi 
xs - YS 

IAG *(.& lAG4 
xs. - XS 
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in structures X and Y, AGl, can be compared to the 
relative stability in sequence S‘, AGP However, the 
relative stabilities can be compared to the free energy 
changes upon mutating S - S’ in structures X (AG3) 
and Y (AGJ. 

For example, we have applied this cycle to study the 
relative stability toward denaturation of native T4 ly- 
sozyme and its Thr 157 - Val mutant.68 In this case, 
X = native protein, Y = denaturated protein, S = native 
sequence, and S’ = mutated sequence, Thr 157 - Val. 

(9) 
Experimentally, one measures AG2 and AG1, but in 

the computer we can only simulate AG4 and AG3. AG3 
is straightforward to simulate, being analogous to AG3 
in cycle 7. What does one do to calculate AG4, the 
mutational free energy for changing Thr 157 - Val in 
the denatured protein, given that one does not have a 
structure for the denaturated protein? Our approach 
was to use a tetrapeptide model of residues 156-158 as 
a model for the denatured protein, and when we did so, 
our calculated LAG,,, = 1.9 f 1.1 kcal/mol was in good 
agreement with the experimental value of 1.6 kcal/mol. 
Our calculations also suggested that AAG,,b was 1.7 
kcal/mol van der Waals interactions and only 0.2 
kcal/mol electrostatic differential stabilization. This 
is presumably because the Thr 0-H forms just as good 
H bonds to water in the denatured state as to protein 
groups in the native protein, but differential packing 
in the native structure (OH - CH3) is more favorable 
for the smaller OH. We confirmed this result by car- 
rying out a model calculation in which only the charges 
on C,, 0,, and HO, (which give all the H-bond stabi- 
lization) were mutated from their normal value to 0 on 
0, and HO, and a small value on C, to insure charge 
neutrality. The free energy change upon this model 
mutation was within 0.1 kcal/mol of being identical in 
native and denatured protein. A further “model” mu- 
tation zeroed the charges on the backbone NH of Asp 
159 in native and mutant proteins to assess the con- 
tribution of this group to differential stabilization. The 
resulting difference (0.6 kcal/mol) suggested that the 
H.. ‘0, interaction between the Asp NH H and the Thr 
157 0 contributed somewhat to the greater stability of 
the native (Thr 157) than mutant (Val 157) protein, but 
did not explain it all. Both of these model calculations 
emphasize the power of the free energy perturbation 
method to yield not only numbers but also useful in- 
~ ight .6~  

We have studied sequence-dependent DNA stabili- 
ties, where X = B DNA, Y = Z DNA, S = d- 
(CGCGCG)2, and S’ = d(CGC5MeGC5MeG)2. Here we 
calculated AAG+, both in vacuo, with a distance-de- 
pendent dielectric and large hydrated counterions, and 
in solution, c = 1, with explicit water molecules and 
counterions, using periodic boundary conditions. The 
in vacuo calculations were done with a series of restraint 
weights, extrapolated to zero restraints, in order to in- 
sure that the structures remained in “canonical” B and 
Z structures. This was not required in the solution 
s i m u l a t i ~ n . ~ ~  

It is well-known that C - 5MeC stabilizes Z DNA 
relative to B DNA, and Kollman et alS7O suggested that 

(68) Dang, L.; Merz, K., Jr.; KoUman, P. J .  Am. Chem. SOC. 1989,111, 
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this stabilization could be rationalized in terms of in- 
tramolecular van der Waals effects. On the other hand, 
Rich et a 1 7 1  suggested that this differential stabilization 
could be rationalized through a hydrophilic effect, in 
that the 5-methyl group on cytosine was more buried 
in Z DNA than in B DNA. 

The  calculation^^^ supported both points of view in 
that AAG,,b for the in vacuo model was 0.9 kcal/mol, 
and for the solution model it was 1.7 kcal/mol. The 
latter divided by 4 (because four cytosines were mu- 
tated) was comparable to the experimental stabilization, 
which is in the range of 0 . 3 4 4  kcal/(mole(base pair)). 

Other calculations on DNA and RNA mutations by 
Tinoco’s group in collaboration with us have also given 
results in good agreement with e~per iment .~~ We have 
also recently been able to reproduce the “Z phobicity” 
of AT base pairs by such methods,73 and we have 
studied DNA daunomycin  interaction^.^^ 

In summary, we have demonstrated the wide appli- 
cability of free energy perturbation methods to give 
both quantitative free energies and mechanistic insight 
into interactions involving biological molecules. At this 
point, the range of applicability of free energy pertur- 
bation approaches to macromolecular systems has yet 
to be fully established, but the perturbation of 2’GMP 
to 2’AMP in RNAse TI, carried out over 40 ps in which 
six hydrogen bonds are broken/ formed, suggests a wider 
applicability than is sometimes appreciated. However, 
one is often caught between the “Scylla” of wanting to 
sample longer and more accurately and the “Charybdis” 
of drift from the X-ray structure due to an imperfect 
representation of the system. 

Other Systems and Qualitative Insights: TIM, 
Triostin A-DNA, Mitomycin-DNA, Papain, and 
the Neighbor Exclusion Principle 

We now describe some other applications of computer 
modeling to biological systems, in which the prob- 
lems/data available do not lend themselves to the ap- 
plication of quantitative free energy calculations. 

We have been studying the mechanism of action of 
triose phosphate isomerase for some years. Our 1984 
molecular mechanics study of His 95 - Gln mutation 
was, to our knowledge, the first such application of 
molecular mechanics to site-specific mutation.75 Our 
calculations suggested a therefore unexpected reason 
why Gln 95 enzyme might be much less active than the 
His 95. A second used a quantum mechanical 
model for proton transfer to show how a Glu 165 - Asp 
mutation could be rationalized. If the transition state 
for rate-limiting proton transfer involved only a 0.3 A 
longer O..C bond, a 103-fold rate decrease in proton 
transfer could be expected. Subsequent studies using 
free energy approaches have been aimed at  examining 

(70) Kollman, P.; Weber, P.; Quigley, G.; Wang, A. Biopolymers 1982, 
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the site-specific mutation Glu 165 - Asp 165 using free 
energy component analysis; such studies have suggested 
a potential role of Lys 13 in differentiating the Glu 165 
and Asp mutant enzymes.77 

Molecular dynamics methods have been usefully ap- 
plied to simulate the functionally important loop closing 

and we are now using it to compare a putative 
transition state for catalysis of wild type (Glu 165 Ser 
96) and mutant (Glu 165 Pro 96, Asp 165 Ser 96, and 
Asp 165 Pro 96) enzymes. The results are intriguing 
and suggest that models of site-specific mutants.79 

Triostin A binding to d(CGTACG)2 in the crystal 
induces Hoogsteen base pair formation in the AT base 
pairs. Our molecular mechanics  calculation^^^ com- 
pared the energy of Hoogsteen and purely Watson- 
Crick base pairing in DNA and a triostin complex. 
Consistent with experiment, the double helix strongly 
prefers Watson-Crick base pairing because of reduced 
phosphate-phosphate repulsion. The presence of 
triostin significantly stabilizes the Hoogsteen pair, 
predominantly by sugar-peptide van der Waals inter- 
actions, beautifully illustrated in comparing van der 
Waals surface color slides of Hoogsteen and Watson- 
Crick models. The final energies of Hoogsteen and 
Watson-Crick structures are very close, consistent with 
NMR experiments which suggest, in the presence of 
triostin, pure Watson-Crick helices with some se- 
quences and some Hoogsteen base pairs with others.80 

Calculations were completeda1 on mitomycin inter- 
acting covalently in DNA double helices both with the 
0 6  guanine attachment assumed to be correct at  the 
time of the calculation and with an N2 attachment. It 
should be noted that we stressed that our calculations 
could not definitively predict which covalent linkage 
would be used, and this cautious attitude led to our 
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calculations not becoming obsolete when the site of 
linkage was revised by subsequent experiments from 0 6  
to N2. 

Our calculations addressed the question of why DNA 
intercalations obey the neighbor exclusion rule, in which 
intercalation occurs only every other site. No un- 
equivocal answer but it is clear that simple 
molecular mechanics energies/structure cannot provide 
a definitive explanation. We have suggested vibrational 
entropy and counterion release aa possible contributors 
to the unfavorable thermodynamics of neighbor inter- 
calation binding. 

Quantum mechanical calculations on SH- attach on 
amides found, in contrast to similar calculations on 
OH-/formamide, no local minimum for a tetrahedral 
adduct structure involving S.83 Instead, only an ion- 
dipole complex minimum was found. This suggests that 
the precise mechanism of papain-catalyzed hydrolysis 
of peptides will be different from that of the serine 
proteases. We have examined some possibilities for 
concerted proton transfer in the sulfhydryl protease, but 
as yet have no definitive mechanism.84 We think it 
extremely likely, on the basis of the quantum mechan- 
ical results, that simple XH- attack on the amide bond 
followed by proton delivery to the leaving groups NRH, 
as is very likely for X = 0, will not occur for X = S. 

In summary, the appropriate use of quantum me- 
chanics, molecular mechanics, molecular dynamics, and 
computer graphs has been shown in a number of cases 
to give useful qualitative insights into the structures and 
mechanisms of biological molecules. 
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